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Deep learning achieved remarkable success in classification problems. However,
the current training methods for classification forces neural networks to predict a
class on whatever input it receives.

However, there exists cases when a prediction should not be given. For example,
a neural network trained to predict digits should refrain from prediction when
seeing a picture of an airplane. We transform the original m-class classification
problem to (m+1)-class where the (m+1)-th class represents the model
abstaining from making a prediction due to uncertainty. Inspired by portfolio
theory, we bridge a connection between gambling and making prediction. We
propose a loss function to solve this problem based on the doubling rate of
gambling. We show that minimizing this loss function has a natural interpretation
as maximizing the return of a horse race, where a player aims to balance
between betting on an outcome (i.e., making a prediction) when confident and
reserving one's winnings (i.e., abstaining) when not confident. This loss function
allows us to train neural networks and characterize the confidence in prediction

in an end-to-end fashion and achieve very competitive result.



