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Deep Learning Recap



The 𝑛𝑙𝑙 loss for Classification
Given data 𝑥, we want to predict its label 𝑦, i. e. Pr(𝑦|𝑥)
Maximum Likelihood Estimation:

Want to find: 𝜃 = argmax
0
Pr(𝑌|𝜃)

In practice, minimize 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑙𝑜𝑔 𝑙𝑜𝑠𝑠 (𝑛𝑙𝑙 loss): 
min
0

− log 𝑝(𝑌|𝜃)



Problems of the 𝑛𝑙𝑙 loss
- for example…



Problems of the 𝑛𝑙𝑙 loss
- A Simple fix?

- observe datapoint 𝑥
- predict probability �̂� 𝑦 𝑥 , 
- compute its entropy 𝐻(B𝑦|𝑥)
- set threshold ℎ; if 𝐻 B𝑦 𝑥 > ℎ, mark the datapoint as 
uncertain
- send uncertain datapoint to a human expert, and wait for 
decision

- But this does not work well



[Goodfellow et al., ICLR 2016]



Two Lessons

1. Representations learned by neural networks are not robust

(the common lesson)

2. The output predictions (or functions thereof) do not reflect 
prediction confidence



Problems of the 𝑛𝑙𝑙 loss
- Overfitting

- Outliers
- Predicted probability �̂� 𝑥 𝑦 is different from the true data 
distribution 𝑝(𝑥|𝑦)

- Model has no way of expressing uncertainty / confidence

- We need some special method to assess prediction 
confidence



Augmenting the 𝑛𝑙𝑙 loss
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Uncertainty in Deep Learning

- Ensembling
Combining differently initialized networks 
[Lakshminarayanan et al., NIPS2016]

- Bayesian Deep Learning
Uncertainty in Weight [Blundell, ICML 2015]

Prior: 𝑝(𝜃)
Learning parameter 𝜃 and its variance 𝜎 at the same time



Uncertainty in Deep Learning

2 Types of Uncertainties :

Data Uncertainty (Aleatoric Uncertainty):
Inherent uncertainty nature of the problem
Out-of-distribution uncertainty

Model Uncertainty (Epistemic Uncertainty):
Uncertainty in model parameters
Structure uncertainty



Uncertainty in Deep Learning

Data Uncertainty:
Inherent uncertainty nature of the problem
Out-of-distribution samples
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Horse Race

Horse Race
𝑚 horses
Wealth relative: 𝑏I, ∑IL𝑏I = 1
Chance of winning: 𝑝I
Payoff if we bet on the winning horse: 𝑜I
Return after winning: 𝑆 = 𝑜I𝑏I

Objective: maximize doubling rate:

maxW(b, p) = max𝐸[log 𝑆 (𝑏)]



Horse Race

Horse Race
Optimal Strategy: proportional betting: 𝑏I ∝ 𝑝I

Horse Race with Side Information
Side information: 𝑥
𝑏I ∝ 𝑝(𝑦 = 𝑖|𝑥)
Classification Problem = Betting problem



Horse Race with Reservation

Horse Race with Reservation
𝑚 horses  
Betting strategy: ∑IVWX 𝑏I → ∑IVZL 𝑏I
Chance of winning: 𝑝I
Payoff if we bet on the winning horse: 𝑜I
Return after winning: 𝑆 = 𝑜I𝑏I → 𝑜I𝑏I + 𝑏Z

Objective: maximize doubling rate:

max𝑊 = max𝐸 log 𝑆 = max∑IVWL 𝑝I log(𝑜I𝑏I + 𝑏Z)

Classification Problem = Betting problem with Reservation with 𝑜 = 1, 𝑏Z = 0

Classification Problem ≤ Betting problem with Reservation



Gambling with Neural Networks

In short:
1. Initialize network b_ ≔ 𝑓I(𝑥; 𝜃)
2. Train to maximize generlized objective 𝑊 =

∑IVWL 𝑝I log(𝑜I𝑏I + 𝑏Z)
3. Characterize uncertainty with 𝑏Z
4. Label sample as uncertain if 𝑏Z > ℎ for some threshold ℎ

We call 𝑏Z the “Disconfidence Score”



Experiments

Inherent Uncertainty:
Blue & Red: Confident Predictions
Yellow: Disconfident Inputs



Experiments

Out of distribution problem:



Experiments



Experiments



Benchmarking
Very competitive results…



Why does the gambler’s loss work?

Consider: max𝑊 = max∑IVWL 𝑝I log(𝑜I𝑏I + 𝑏Z)
The stationary solution can be uniquely solved via KKT 
condition without seeing the image  

– should be no “magic”



Why does the gambler’s loss work?
The reason seems dynamical…
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Some Future Work

𝜖-Label noise problem:
Uniform Random Corruption of probability 1 − 𝜖 exists
Dataset 𝐷 = 𝐷defgh ∪ 𝐷djkklmn
Common in real life problems



Some Future Work
Typical learning curve in the presence of label noise… [Ziyin et 
al., Unpublished work, 2019]



Label Noise Problem

Typical Strategies:
Use a special learning algorithm 𝐴(𝑓, 𝜖) to alleviate the 
negative influence from the noises

F-matrix: proposed a surrogate loss function [Patrini, CVPR 2017]
Co-teaching: train 2 networks, and make them teach each other [Han bo
et al., NeuRIPS 2018]

Problems:
Requires knowing 𝜖
Separation of normal learning and noisy learning



Gambler’s loss: 
Automatic robustness to label noise

Label Noise Problem



Gambler’s loss:
Reduced overfitting

Label Noise Problem



Key Messages
- classification is a special case of gambling

- the 𝑔𝑎𝑚𝑏𝑙𝑒𝑟’𝑠 𝑙𝑜𝑠𝑠 is a natural generalization of the 𝑛𝑙𝑙 𝑙𝑜𝑠𝑠
- 𝑔𝑎𝑚𝑏𝑙𝑒𝑟’𝑠 𝑙𝑜𝑠𝑠 reduces overfitting 

Future Work
- extension of the gambler’s loss to regression problems

- adversarial attacks

- application to real life / large scale datasets
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